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Abstract: - The main aim of this paper is overcoming the communication barrier between the auditory and profoundly deaf 
individuals.  A lot of research has been done in the related field of American Sign Language (ASL), but unfortunately the same 
cannot be said for ISL. We used the INCLUDE dataset for the training and testing of our trained model. INCLUDE is recorded with 
the help of experienced signers to give close resemblance to natural conditions. Sign language recognition is a difficult problem if 
we consider all the possible combinations of gestures that a system of this kind needs to understand and translate. The best way to 
solve this problem is to split it into simpler problems, and the system presented here would correspond to a possible solution to one 
of them. We aim to create a sign detector, which detects numbers from 1 to 10 that can very easily be extended to cover a vast 
multitude of other signs and hand gestures including the alphabets. 
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I. INTRODUCTION 

A gesture is a pattern which may be static, dynamic or both, and 
is a form of nonverbal communication in which bodily motions 
convey data. Communication is an essential aspect when it 
comes to share or express information, feelings, and it brings 
people closer to each other with better understanding. When it 
comes to disabled persons for example deaf and dumb people, 
it becomes tougher for them to communicate using natural 
language. So, they use sign language to communicate with 
themselves and with entire world. But normal people find it 
hard to understand sign language as they do not have mostly 
any prior education or experience in this. Sign language is 
composed of visual gestures and signs, which are used by deaf 
and mute for their talking. It is a well-structured code gesture 
where every sign has a specific meaning allotted to it. These 
signs are not only used for alphabets or numeric but also for 
common expressions also for example greetings and sentences 
Communication is the way information is shared.  

 

 

 

 

 

 

It helps to understand people better by removing 
misunderstanding and creating clarity of thoughts and 
expression.  

Profoundly deaf individuals communicate among themselves 
using sign language. But they find it difficult while 
communicating with normal people and most of the regular 
people not able to understand their sign language. Large work 
has been done on American sign language recognition, but 
Indian sign language differs significantly from American sign 
language. ISL uses two hands for communicating, whereas 
ASL uses a single hand for communicating. Using both hands 
often lead to obscurity of features due to overlapping of hands. 
A few research works have been published regarding Indian 
Sign Language (ISL). But instead of using high-end technology 
like gloves or Kinect, we goal to solve this problem using state 
of the art computer vision and machine learning algorithms. 

This project goal is to take the simple step in connecting the 
social and communication bridge between regular people and 
the disabled people with the help of Indian Sign Language. A s 
our project only deals with alphabets and numeric in ISL, it can 
be extended to common expressions and also words which can 
be more effective for disabled and normal people in 
communication and understanding. As we live in a century 
where India is developing at a quick pace in terms of digital and 
technological advances, this project could be one of the 
steppingstones where technology meets humanity and help the 
hearing impaired and mute community. 
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II. RELATED WORK 

In earlier work on Double hand sign recognition, Agrawal et al. 
[1] proposed a two-stage recognition approach for 23 alphabets. 
Signs are performed by wearing red gloves on both hands for 
better segmentation. The segmented frames served as an input 
to the feature extraction and recognition phase. In stage 1, the 
hand features are extracted which describes the overall shape of 
gestures, recognition is done through training feature vectors 
without using any classifier. In stage 2, a recognition criterion 
was tough, and the feature vector had a binary coefficient. 
Finally, an output shows whether the gesture is correct or not.   

In [2], a method for the recognition of 10 two-handed Bangla 
characters using normalized cross-correlation is proposed by 
Deb et al. A RGB color model is adopted to select heuristically 
threshold values for detecting hand regions, and template-based 
matching is used for recognition. However, this method does 
not use any classifier and is tested on limited samples. 

M.A. Mohandes [3] proposed a method for the recognition of 
the two-handed Arabic signs using the Cyber Glove and support 
vector machine. Principal Component Analysis (PCA) feature 
is used for feature extraction. This method consists of 20 
samples of 100 signs by one signer. 15 samples of each sign 
were used for training a Support Vector Machine to execute the 
recognition. The system was tested on the remaining 5 samples 
of each sign. A recognition rate of 99.6% on the testing data 
was obtained. When the number of signs in the vocabulary 
increases, the support vector machine algorithm must be 
parallelized so that signs are recognized in real-time. The 
drawback of this method was to employ 75% images for 
training and the remaining 25% for testing. 

Work on two-handed signs has been done in Rekha et al. [4]. 
Here, Principal Curvature Based Region (PCBR) is used as a 
structure detector, Wavelet Packet Decomposition (WPD-2) is 
used to fine texture, and complexity defects algorithms are used 
for finding features of the finger. The skin color model used 
here is YCbCr fragmenting hand region. The classifier used is 
multi-class non-linear support vector machines (SVM). The 
accuracy for static signs is 91.3%. However, three dynamic 
gestures are also considered which use Dynamic Time Warping 
(DTW). The feature extracted is the hand movement trajectory 
forming the feature vector. The accuracy for the same is 86.3%. 

Bauer and Heinz [5] introduced the basic problems and 
difficulties that arise while performing continuous sign 
language recognition. In this paper, manual sign parameter 
information such as hand structure, hand location, and 
orientation are extracted, forming the feature vector. The hand 

motion is not considered as it is handled separately by HMM 
topology, and hence not included in the feature vector. Gloves 
of different colors are worn by users to distinguish dominant 
and nondominant hands. For each sign, one HMM is modeled. 
The system experimented on 52 different signs of German Sign 
language (GSL) and 94% accuracy was found for all features. 
For 97 signs, this accuracy drops to 91.7%. 

 

 
Fig.1. Finger Spelling in ISL 

III. IMPLEMENTATION 

The algorithm implemented in this paper recognizes Indian 
Sign Language gestures taken from videos of ISL gestures the 
system comprises of several steps which are Dataset Collection, 
Training and Evaluation of ConvNet CNN and Video 
Classification. 

The algorithm implemented in this paper recognizes Indian 
Sign Language gestures taken from videos of ISL gestures the 
system comprises of several steps which are Dataset Collection, 
Training and Evaluation of ConvNet CNN and Video 
Classification. 

 

 
Fig.2. Overview of the System 
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Fig.3. Data Flow diagram of the Recognition System 

3.1 Dataset Collection 

Dataset used in our project is “INCLUDE: A Large-Scale 
Dataset for Indian Sign Language Recognition” [6]. They 
INCLUDE dataset has 4292 videos (the paper mentions 4287 
videos, but 5 videos were added later). The videos used for 
training are mentioned in train.csv (3475), while that used for 
testing is mentioned in test.csv (817 files). Each video is a 
recording of 1 ISL sign, signed by deaf students from the St. 
Louis School for the Deaf, Adyar, Chennai. 

3.2 Training and Evaluation 

This phase is divided in multiple sections. 

3.3 Generate Key Points 

After the required dataset has been collected, we move to the 
next step of the process, i.e., to generate key points of the 
gestures using media pipe and the given dataset. To do this you 
will have to mention the directory where the key points must be 
saved and the directory of the dataset in the arguments. 

This will start processing the landmarks in each frame of the 
video. The process also includes a function, wherein the 
landmarks after getting detected are swapped. If left hand 
distance is less than right hand distance it is marked as hand no. 
2 and vice-versa. 

3.4 Training the Model 

After the media pipe landmarks have been generated 
successfully, the next step is to train a model using the train 
dataset and the generated landmarks. We will be omitting the 
pose landmarks and will use only hand landmarks for the 
training to save computer bottlenecking and faster processing. 
We will be including 2 methods to convert key points and 
landmarks to videos and generate embeddings:  

• Using Augmented Data 

• Using Convolutional Neural Network 

 Alongside these, we will be including 3 models, and 
the user will have the liberty to choose any one of the three 
methods to train depending on his/her computing needs. The 
methods are as follows: 

• LSTM 
• Transformer 
• xgboost 

The user will also be able to choose the number of Epochs that 
can be used to train the model as per his/her computing needs. 
Default (when not mentioned) no. of epochs is set to 20.  

Maximum epochs recommended is 50 as we have successfully 
tested the accuracy scores which will be mentioned further in 
Results and Analysis chapter. 
Learning Rate i.e., the rate at which the network will train is set 
to default to 1e-4 and can be changed as per the user’s needs.  

If the user intends to use the transformer model, he/she needs 
to specify the size of the transformer model to be used. Default 
set to small. We have used CNN for generating embedding and 
have used the transformer model to train the CNN. Epochs have 
been set to 20 epochs for minimum CPU usage. 

 

 
Fig.4. Flow Diagram giving an overview how the recognition is done 

using LSTM. 

3.5 Video Classification 

After the generation of our CNN model, the next step is our 
video classification. For video classification, we can classify 
each frame individually and independently of each other and 
choose the label with the largest corresponding probability.  
Though there’s a problem with this approach if we try to apply 
simple image classification to video classification, we are likely 
to encounter a sort of prediction flickering. 
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As we know that subsequent frames in a video are correlated 
concerning their semantic contents. We can take advantage of 
the same to improve our video classification results. To obtain 
accurate prediction, for instance, of choosing the label with the 
largest corresponding probability we have maintained a list of 
the last K predictions then compute the average of that 
prediction and choose the label with the largest corresponding 
probability.  

The output obtained by this method does not show predictions 
flickering and has smoothed out our predictions. We will parse 
our trained CNN model, a path to the input video, path to our 
output video, and the size of the queue for rolling average. By 
default, the size value is set to 128. We have used a deque to 
implement our rolling prediction averaging. The deque, is 
initialized with a maxlen equal to the args["size"] value. This 
queue is updated each time prediction is made on the frame. 

IV. RESULTS AND DISCUSSION 

In the INCLUDE50 dataset we have used 25 videos for training, 
19 videos for testing and 25 videos for validating the trained 
CNN model strengths, and weaknesses and also answer the 15 
to16 questions. We have subdivided the INCLUDE50 dataset 
to “include50_train.txt”, “include50_test.txt”, and 
“include50_val.txt” files. We have trained the Convent model 
using these datasets.  

Using 20 epochs our CNN model achieves a maximum 
accuracy of 92.5%, which was achieved at the epoch no. 19/20 
as shown in Fig 5 below:  

 
Fig.5. Screenshot showing accuracy – 0.925 at epoch 19/20 

Also, we have implemented a system where when the CNN 
model achieves a validation accuracy of >= 5% accuracy, we 
will save the model for the first time and continue training on 
the saved model. When the accuracy hits 50% for the first time 
the model is again saved to disk and when accuracy reaches 
90% the model is again saved, and this updated trained model 
is then used for training. 

 
Fig.6. Screenshot showing model being saved when it reaches 5% 

accuracy score. 

 
Fig.7. Screenshot showing model being saved when it reaches 90% 

accuracy score 

 
Fig.8. graph showing the loss/accuracy vs no. of epochs plot 

From Fig. 7 one can easily conclude that our model can achieve 
a maximum of 94.5% accuracy with the INCLUDE50 dataset 
used and no. of epochs set to 50. Although we have used only 
20 epochs for training and validating our CNN model, it can 
still achieve an accuracy score of 85.26% accuracy with a 
dataset of 88 videos. 

 
Fig.9. Final Evaluation Results with accuracy score 85.26% 
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As shown in the above figure a loss of 4.64% is achieved and 
an Accuracy of 85.26% is achieved with our trained model. 

After the training process the classification is processed. We 
have used the following labels to classify the videos: 

['okay', 'peace', 'correct', 'disapprove', 'call me', 'stop', 'rock', 
'live long', 'fist', 'smile'] 

Some examples of gestures shown in the following images: So, 
the final testing and evaluation process the results we see is that 
with 20 epochs and 88 videos used for training, testing, and 
evaluating video dataset we can achieve a maximum 92.5% 
accuracy and an average 85.26% accuracy using the 
INCLUDE50 dataset which is a very good result. Also, from 
Fig 5 we can see that training the model itself requires 
approximately 40 mins and evaluating the videos will take a 
further 400 seconds as calculated while using 20 epochs. Expect 
about 1000 seconds of wait time in the evaluation process when 
using 50 epochs. Also, expect processing time >2hrs if using 
more than 100 videos 

 
Fig.10. gesture recognised successfully for “correct”. 

 
Fig.11. gesture recognized successfully for “disapproved”. 

 

So, the final testing and evaluation process the results we see is 
that with 20 epochs and 88 videos used for training, testing, and 
evaluating video dataset we can achieve a maximum 92.5% 
accuracy and an average 85.26% accuracy using the 

INCLUDE50 dataset which is a very good result. Also, from 
Fig 5 we can see that training the model itself requires 
approximately 40 mins and evaluating the videos will take a 
further 400 seconds as calculated while using 20 epochs. Expect 
about 1000 seconds of wait time in the evaluation process when 
using 50 epochs. Also, expect processing time >2hrs if using 
more than 100 videos. These times greatly vary from system to 
system as using a CPU one can expect extremely low levels of 
parallelism. To counter the problems, we have added a variety 
of arguments which the client or user can choose from, 
depending on his or her processing needs and capability. We 
recommend using a GPU enabled system for faster processing 
and better parallelism. 

V. CONCLUSION 

This work presents two approaches to Sign Language 
recognition, dataset creation and real-time implementation. In 
the proposed system, we have created a sign detector, which 
detects a vast multitude of signs and hand gestures including 
the alphabets. The best performing model achieves an accuracy 
of 94.5% on the INCLUDE-50 dataset and 85.6% on the 
INCLUDE dataset. This model uses a pre-trained feature 
extractor and encoder and only trains a decoder. Currently we 
are using webcam live streaming for the recognition, in which 
we will perform various gesture in front of the webcam, which 
will detect the gesture we are performing in the ISL and will 
show us the name of the action or gesture on the screen. 
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