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Abstract: - Coral reefs around the world are under serious threat to their survival and have already led to degradation and destruction 
in many places. To preserve coral reefs and the underwater ecosystems dependent on them, various measures are being taken across 
the world. Monitoring of coral bleach activities and data collection from the location of coral reefs plays a vital role in coral reef 
recovery measures. For more precise information about the coral reefs, infield monitoring is preferred over other monitoring 
techniques such as satellite imaging. Underwater Wireless Sensor Networks (UWSN) play an important role in such infield 
monitoring of coral bleaching events. Once the information is collected from the underwater environment the way it is communicated 
to the offshore data center is very much vital so that the corresponding measures can be taken on time. This research focuses on the 
analytical modeling of network layer communication using Stochastic Network Calculus (SNC). With SNC we can represent a 
communication network in convolution form using which the tight end-to-end delay bounds of the network layer communication 
can be derived. The data flow in UWSNs is subject to transformations as they move towards the destination. This kind of data flow 
transformation can be analytically represented using scaling elements but it is limited to the case of fixed-sized data packets. But in 
reality, the packet size will be variable. So, in this research, we have designed an SNC-based analytical model of UWSN network 
layer communication for coral bleach monitoring application. The end-to-end delay is analytically derived for network layer packets 
of variable size subject to transformation using SNC for effective network layer communication in coral bleach monitoring 
application and the derived delay bounds are evaluated with discrete event simulations. 
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I. INTRODUCTION 

In a highly dynamic network like UWSN which involves 
multiple sensor nodes, representation of the network in 
convolution form is very much vital to derive the precise end-
to-end delay bounds. If the lower bound process 𝑆𝑆𝑘𝑘(i,t) 
represents the service provided by the node k for time 0≤i≤t,  
then the lower bound of the service processes in the case of n 
sensor nodes as tandem can be represented as follows: 
 
 

 
 
 
 
 
 
 

 
𝑆𝑆1 ⊗ 𝑆𝑆2 ⊗. . . . . .⊗𝑆𝑆𝑛𝑛 (1) 

 
where (min,+) convolution is denoted by ⊗ as: 

 

𝑆𝑆1 + 𝑆𝑆2 = inf
0≤𝑖𝑖≤𝑡𝑡

{𝑆𝑆1(0, 𝑖𝑖) + 𝑆𝑆2(𝑖𝑖, 𝑡𝑡)} (2) 

 

By applying above defined convolution form the end-to-end 
performance analysis can be done for the single node case. But, 
the main limitation imposed by this convolution form is that the 
network flows needs to be unaltered throughout the 
transmission. But in reality, the data flows always tend to 
transform due to transmission loss, aggregation of data during 
the transmission, and routing of a part of the information to 
another destination. To deal with this kind of flow transmission 
the concept of scaling element is introduced in Deterministic 
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Network Calculus [1] to analytically represent such 
transformations. Then subsequently in [2] the stochastic variant 
of the scaling element was introduced using which the actual 
flow transformations happening in the network can be captured 
in convolution form. The key idea behind this is to commute 
the dynamic server element along with the scaling element 
recursively to get the network’s single-node representation. But 
the main limitation of this model is that it can be used only in 
the case of fixed-sized packets or bits. Since almost all the 
modern-day networks including UWSNs deal with variable 
length packets and the operations like sending and receiving 
cannot be represented in the form of bits this model cannot be 
used for the representation of UWSNs. 

In this research, we have introduced a new scaling element that 
treats network flow as packets of variable length instead of bits. 
To ease the process of representing such flow transformations 
without affecting the convolution from the representation of 
multiple nodes networks the most widely accepted 
transformation operation demultiplexing is considered for the 
representation of flow transformations at the packet level.  

In the past, there has been some research focusing on the 
representation of flows with variable length packets like [3][4] 
which introduced packetizer element into existing network 
calculus. Then the authors in [5][6] extended the packetizer 
element into SNC. We have used a packetizer along with the 
scaling element for the purpose of modeling transformations of 
flow at the packet level which is the first of its kind. 

II. BASIC NOTATIONS OF SNC 

In this section, some of the basic concepts of Stochastic 
Network Calculus (SNC) and the notations that will be used in 
this article are presented. 
Throughout this article notations Ap(t), Sp(t), and 𝐴𝐴𝑝𝑝∗ (t) are used 
for denoting the arrival, service, and departure processes in 
UWSN. Usually, in SNC, all the processes arriving in the 
network are considered nonnegative processes, and all the 
negative processes arriving in the network are always an 
increasing function. Based on the above assumptions a flow in 
the network is represented as follows: 
 

Ϝ = {f(. ):∀0 ≤ 𝑖𝑖 ≤ 𝑡𝑡, 0 ≤ f(𝑖𝑖) ≤ f(𝑡𝑡)} (3) 

 

at a given time t = 0  

Ap(0) = A∗p(0) = S𝜌𝜌(0) = 0 (4) 

 

for any, 0≤i≤t, 

 

Ap(i, t) ≡ Ap(t) − Ap(i) (5) 

 

 

𝐴𝐴𝑝𝑝∗ (𝑖𝑖, 𝑡𝑡) ≡ 𝐴𝐴𝑝𝑝∗ (𝑡𝑡) − 𝐴𝐴𝑝𝑝∗ (𝑖𝑖) (6) 

 

 

Sp(i, t) ≡ Sp(t) − Sp(i) (7) 

 

Traditional algebra has two common operations namely 
addition and multiplication represented by + and x respectively. 
Similarly, SNC has min plus algebra where the addition 
operation in traditional algebra becomes the computation of 
minimum which is represented using, likewise the 
multiplication operation becomes addition and it is represented 
using +. In the case of SNC, assume there exists a set S then if 
there exists the element in the set which is less than or equal to 
all the elements set then it is called infimum which is 
abbreviated as inf. Similarly, in a set S if there exits the least 
element which is greater than or equal to all the elements in the 
set then it is called supremum which is abbreviated as sup. The 
set of properties is defined for the min plus algebra as follows: 
 

The (min, +) convolution of two functions i and j are 
represented as follows:  

(𝑖𝑖 ⊗ 𝑗𝑗)(𝑧𝑧) = inf
0<𝑙𝑙<𝑘𝑘

[𝑞𝑞] (8) 

  

where,  

𝑞𝑞 = 𝑖𝑖(𝑙𝑙) + 𝑖𝑖(𝑘𝑘 − 𝑙𝑙) (9) 
 

The (min, +) deconvolution of two functions i and j are 
represented as follows:  

(𝑖𝑖 ⊘ 𝑗𝑗)(𝑧𝑧) = sup
𝑡𝑡>0

{𝑞𝑞} (10) 

 where,  

𝑞𝑞 = 𝑖𝑖(𝑧𝑧 + 𝑠𝑠) = 𝑖𝑖(𝑡𝑡) (11) 

 
Generally, in UWSNs, a flow can be expanded in case of the 
addition of data from another flow, and also a flow can be 
divided into many sub-flows when some part of the flow is 
routed to a different destination, in this case, the demultiplexing 
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operation is carried out on that particular flow. In such a case 
the arrival process of the original flow is divided into two 
arrival processes namely A 𝑝𝑝

(1)(t) and A 𝑝𝑝
(2)(t) satisfying: 

 
𝐴𝐴𝑝𝑝(𝑡𝑡) = 𝐴𝐴𝑝𝑝

(1)(𝑡𝑡) + 𝐴𝐴𝑝𝑝
(2)(𝑡𝑡)                                                 (12) 

 
for all t ≥ 0. In a network the bit level splitting can be 
represented as an indicator function 1. The indicator function is 
true if the the particular bit goes to the destination 1 and the 
term will be false in other case. This indicator function for bit k 
can be represented a 𝑋𝑋𝑘𝑘, with this the scaling element can be 
defined as a random process denoted by 𝑋𝑋 = (𝑋𝑋𝑘𝑘)𝑘𝑘≥1. Then the 
scaled arrivals denoted by A 𝑝𝑝𝑋𝑋(t) can be defined as follows: 
 

𝐴𝐴𝑝𝑝𝐗𝐗(𝑡𝑡) = ∑𝐴𝐴𝑝𝑝(𝑡𝑡)
𝑘𝑘=1 𝑋𝑋𝑘𝑘,∀𝑡𝑡 ≥ 0   (13) 

 
Now this scaling element is being used to model the 
demultiplexing operation at bit level. This demultiplexing 
operation is assumed to happen instantly without any queue for 
scaling element. But in modern day networks like UWSN the 
flow transformations tend to happen at packet level instead of 
bits. In case of demultiplexing at packet level we only have the 
information of routing probability of the whole packet to the 
destination. So, in order to model the packet level 
demultiplexing operation the scaling element need to extended. 
But before doing that we would like to introduce the analytical 
representation of variable sized packets into SNC. 
 
The length of the packets in UWSN can be denoted as 𝑙𝑙1,𝑙𝑙2,.... 
representing as sequence of positive random variables. The 
cumulation of these random variables form a packet process 
denoted by 𝐿𝐿𝑝𝑝(𝑛𝑛) for all, n≥1 as 𝐿𝐿𝑝𝑝(𝑛𝑛) = 𝑙𝑙1 + 𝑙𝑙2+. . . +𝑙𝑙𝑛𝑛 with 
𝐿𝐿𝑝𝑝(0) = 0 and 𝑙𝑙𝑛𝑛 = 𝐿𝐿𝑝𝑝(𝑛𝑛) − 𝐿𝐿𝑝𝑝(𝑛𝑛 − 1). Now with the below 
definition of packetizer we model the packet flow in UWSN. 
Figure 1 illustrates the network elements used for the proposed 
model. 

2.1 Packetizer 
With the packet process denoted by 𝐿𝐿𝑝𝑝(𝑛𝑛) and Arrival 

Process 𝐴𝐴𝑝𝑝(𝑡𝑡) the new network element named L Packetizer 
can de defined as a function 𝑃𝑃𝐾𝐾𝐿𝐿(. ) satisfying for all 𝐴𝐴𝑝𝑝(𝑡𝑡), 𝑡𝑡 ≥
0: 

 

𝑃𝑃𝐾𝐾𝐿𝐿(𝐴𝐴𝑝𝑝(𝑡𝑡)) = 𝐿𝐿𝑝𝑝(𝑁𝑁𝑡𝑡), (14) 

 where,  

𝑁𝑁𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑚𝑚{𝑚𝑚: 𝐿𝐿𝑝𝑝(𝑚𝑚) ≤ 𝐴𝐴𝑝𝑝(𝑡𝑡)} (15) 

A. Packet Scaling Element 
A flow in the network is said to be L packetized for 

any t≥0 if 𝐴𝐴𝑝𝑝(𝑡𝑡) = 𝑃𝑃𝐾𝐾𝐿𝐿(𝐴𝐴𝑝𝑝(𝑡𝑡)). So the corresponding packet 
flow is also considered to be L packetized arrival process. Now 
by taking into consideration the demultiplexing of packet flow 
the scaling element is defined as follows: 
 

𝐴𝐴𝑝𝑝𝐗𝐗(𝑡𝑡) = ∑𝑁𝑁𝑡𝑡
𝑘𝑘=1 𝑙𝑙𝑖𝑖𝑋𝑋𝑘𝑘       (16) 

 
Now the packet flow transformations can be modelled with the 
above definition of packet scaling element especially in the case 
of demultiplexing. In a network the queuing system processes 
the packet flow either before or after performing 
demultiplexing. As a packet flow get the required service from 
each node in the network the output will always be in the form 
of packets i.e the bits are assumed to be packetized by the 
packetizer PK 𝐿𝐿. 
 

 
Fig.1. Network elements: (a) dynamic server, (b) packetizer, (c) 

packet scaling element, (d) packetized server. 
 

 
Fig.2. A network model consisting of packetized arrivals, services 

and packet scaling elements. 
 

2.2 Dynamic Server 
In SNC the network queuing system can be represented as a 
dynamic server which is denoted as S 𝑝𝑝(i,t) for all 0≤i≤t. This 
is not the actual server by the property of sever which defines 
the lower bound process on the provided network service such 
that for all t ≥0 there holds the following convolution 
inequality: 
 
𝐷𝐷𝑝𝑝(𝑡𝑡) ≥ 𝐴𝐴𝑝𝑝 ⊗ 𝑆𝑆𝑝𝑝(𝑡𝑡): = inf

0≤𝑖𝑖≤𝑡𝑡
{𝐴𝐴𝑝𝑝(𝑖𝑖) + 𝑆𝑆𝑝𝑝(𝑖𝑖, 𝑡𝑡)} (17) 

 
The dynamic server is said to be exact when the inequality 
holds with equality. When two dynamic servers are 
concatenated then with convolution it is also a dynamic server. 
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2.3 Packetized Server 
In the network the packetizer is followed by the 

packetized server which is actually a bit server and such 
packetized server has a dynamic server denoted by 𝑆𝑆𝑝𝑝𝐿𝐿(i,t). 
Given,𝑆𝑆𝑝𝑝𝐿𝐿 and 𝐿𝐿𝑝𝑝 of the of 𝑆𝑆𝑝𝑝 and with the assumption that the 
maximum packet size denoted by 𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 is known, we get the 
possible 𝑆𝑆𝑝𝑝𝐿𝐿 as follows: 

 

𝑆𝑆𝑝𝑝𝐿𝐿(𝑖𝑖, 𝑡𝑡) = �𝑆𝑆𝑝𝑝(𝑖𝑖, 𝑡𝑡) − 𝑙𝑙max�+ (18) 

2.4 Packet Delay 
Now with all the above definition of the network 

elements the packet delay denoted by 𝑊𝑊𝑝𝑝(t) can be defined for 
all t≥0 as follows: 

 

𝑊𝑊𝑝𝑝(𝑡𝑡) = inf�𝑑𝑑 ≥ 0:𝑃𝑃𝐾𝐾𝐿𝐿(𝐴𝐴𝑝𝑝(𝑡𝑡)) ≤ 𝑃𝑃𝐿𝐿𝐿𝐿(𝐷𝐷𝑝𝑝(𝑡𝑡 + 𝑑𝑑))� (19) 

 

Here, the packet arriving at time t is assumed to get the 
FIFO service and the delay experienced by the packet is a 
virtual delay. 

III. NETWORK LAYER MODELLING FOR MONITORING OF 
CORAL BLEACH 

In this section we propose SNC based network layer model 
design for UWSN through which the end to end delay for the 
UWSN with multiple demultiplexing operations are 
analytically derived. As per the literature there are two ways to 
estimate the end to end delay i) first way of estimation is by 
commuting the scaling elements and the service ii) In case of 
FIFO scheduling is used, end to end delay can be estimated 
based on the leftover service of the flow of concern [7]. In this 
research we follow the first way of end to end delay estimation. 
With this way, we can either directly observe the bit flow with 
packetizers for the estimation of delay bound or else we can 
estimate the delay bound by normalizing the bit level service 
and the packet flow with the packet size so that irrespective of 
the size the observation is done directly on the packet. Here we 
use the normalization based technique for end to end delay 
estimation. 

We directly move our focus from bit level flow observation to 
packet level flow observation as shown in Figure 2. Here 
irrespective of size each packets in the network are considered 
as single data units.  

Then we re represent the service received by the packets 
followed by the direct end to end delay estimation based on [2]. 
Assume that the UWSN has an arrival with packets for which 
the arrivals are defined in their last bit. This arrivals times can 
be modelled with the help of packet size distribution and the 
counting process and it can be expressed as follows: 

𝐴𝐴𝑝𝑝(𝑡𝑡) = ∑𝑁𝑁𝑡𝑡
𝑘𝑘=1 𝑙𝑙𝑖𝑖 (20) 

 where the counting process is defined as {𝑁𝑁(𝑡𝑡), 𝑡𝑡 ≥ 0}. Now 
we obtain the arrival process of the packets and this approach 
is called normalization of bit flow by packet sizes. Now the 
sequence of packets will be serviced with the combination of 
service element of bitwise service and the packetizer. Here we 
define the service size normalization represented by: 

𝑆𝑆𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑖𝑖, 𝑡𝑡) = ∑𝑡𝑡
𝑗𝑗=𝑖𝑖 𝑐𝑐(𝑗𝑗) (21) 

 for all 0 ≤ 𝑖𝑖 ≤ 𝑡𝑡. Here, the time varying capacities of the 
serving a packet in the network at time t is represented by c(j). 

In this research we propose the method for calculation of end to 
end delay in case of flows of variable length packets. Consider 
that the bitwise server in the network S 𝑝𝑝(t) is offering the work 
conserving service with varying rates which can be represented 
as S 𝑝𝑝(t) ≥ Ct for any t ≥ 0. Now we get the MGF bound 
𝑀𝑀𝑆𝑆𝑝𝑝(𝑡𝑡)(−𝜃𝜃) ≤ 𝑒𝑒−𝜃𝜃𝐶𝐶̅𝑡𝑡 for 𝜃𝜃 > 0. Then we can represent c(j) ≥ 
C/l 𝑥𝑥 where the packet length is represented by l 𝑥𝑥. Since the 
packet size have a maximum limit which can be represented by 
l 𝑚𝑚𝑚𝑚𝑚𝑚 we can represent c(j) . Now the lower bound of the 
normalized server can be represented as 

𝑆𝑆𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑖𝑖, 𝑡𝑡) ≥ 𝐶𝐶/𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡, 𝑖𝑖) (22) 

 Now the dynamic server can be represented with normalized 
capacity as C/𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚. Along with this with the assumption at each 
bit server that 𝑀𝑀𝑆𝑆𝑘𝑘(𝑡𝑡)(−𝜃𝜃) ≤ 𝑒𝑒−𝜃𝜃𝐶𝐶𝑘𝑘𝑡𝑡 ,𝑘𝑘 ≥ 1. The stochastic 
bound for the end to end delay can be derived as follows: 

𝑃𝑃𝑃𝑃(𝑊𝑊𝑝𝑝 > 𝑑𝑑) ≤ 𝐾𝐾𝑛𝑛𝑏𝑏𝑑𝑑 (23) 

 The main difference between our result and the results of 
theorem 1 presented in [2] is the MGF bound of each service :  

𝑀𝑀𝑆𝑆𝑗𝑗
norm(𝑖𝑖,𝑡𝑡)(−𝜃𝜃) ≤ 𝑒𝑒−𝜃𝜃

𝐶𝐶𝑗𝑗
𝑙𝑙max

(𝑡𝑡−𝑖𝑖). (24) 

 

Since the proposed model does the delay analysis for the packet 
only when the last bit of the packet is serviced by the bit server 
this analysis is valid irrespective of the fact that the packetizer 
is present or not.  
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3.1 Theorem 1 
With the proposed model, when the maximum length 

of the packet l 𝑚𝑚𝑚𝑚𝑚𝑚 is assumed to be < ∞ the steady state end to 
end delay bound for all d ≥ 0 and 𝜃𝜃𝑗𝑗 > 0, 𝑗𝑗 = 1,2, … ,𝑛𝑛 can be 
expressed as follows: 

 

𝑃𝑃𝑃𝑃(𝑊𝑊𝑝𝑝 > 𝑑𝑑) ≤ 𝑒𝑒�∑
𝑛𝑛
𝑗𝑗=1𝜃𝜃𝑗𝑗+𝜃𝜃1�𝑙𝑙max𝐾𝐾𝑛𝑛𝑏𝑏𝑑𝑑 (25) 

IV. RESULTS AND DISCUSSION 

For the purpose of evaluating the analytical model proposed in 
this research for estimation of delay bounds for packets at the 
network layer of variable length the simulation is carried pout 
using Riverbed simulator. The comparison between the number 
of scaling and the delay is illustrated in Figure 3. From the 
figure it is very clear that the delay grows in the order of 0(n).  

From the graph it is understood that the results of the Theorem 
1 is very much closer to the simulation than the normalized flow 
this is because of the fact that, even though both the methods 
assumed the maximum packet size a l 𝑚𝑚𝑚𝑚𝑚𝑚 for the normalization 
based method the form is 𝐶𝐶𝑗𝑗/𝑙𝑙max ⋅ 𝑡𝑡 whereas in case of theorem 
1 it is �𝐶𝐶𝑗𝑗 ⋅ 𝑡𝑡 − 𝑙𝑙max�+. Since the division results in thing higher 
precision than the subtraction operation the deviation is 
obvious.Since it it the first attempt from our end to model the 
flow transformations of variable length packets we focused on 
the representation of such network elements in the SNC setting. 
We will focus on deriving the more tighter bounds in the 
subsequent attempts. 

 
Fig.3. Delay bounds with Theorem 1, normalized flow, and simulation 

 

In the Figure 4 the comparison between the theorem 1 and the 
simulations results are illustrated. From the illustration it is 

clear that more the number of flows is there during 
transformation higher the bustiness at the subsequent node will 
become.  

Since the extra latency is considered after each packet is being 
serviced by the server the gap between the curves of the 
theorem and the simulations are larger.But in actual scenario 
this latency will be much smaller This way of treatment extends 
the sensitivity of the derived results, more the number of flows 
that passes the ratio of loosing the tightness of bound will also 
increase. 

 
 

Fig.4. Delay bounds with Theorem 1 and the simulation. 

V. CONCLUSION 

In this research we have proposed a mathematical model for 
network layer operations of UWSN for usage in monitoring of 
coral bleaching. As a main contribution of this work we have 
extended Stochastic Network Calculus for deriving the delay 
bounds of variable length packet under flow transformations. 
We have defined the scaling element using SNC that works at 
operated at packet level rather than bit level which most of the 
research in the past have concentrated on. With the proposed 
model we have derived the end to end delay bounds of the 
packets of variable lengths under flow transformations and the 
results of the same is evaluated for its effectiveness using 
discrete event simulations. The model based on the SNC with 
new scaling element have very closer results with respect to the 
simulations. However improvement of the delay bound 
tightness remains the challenge especially in the case of 
variable length packet flow transformations. But we will focus 
on the improvement of the same using more accurate 
representation of packetized service and dynamic server in 
future.   
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