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Abstract: This work is on developing an adaptive network scheduling algorithm that mitigates problems identified in a dedicated 
scheduling control system in production line. The research was necessitated as a result of poor quality of service and reduced quantity 
of product due to performance degradation experienced in production line network scheduling control system of manufacturing 
industries. The existing dedicated network scheduler control system performance in the production line was evaluated, an adaptive 
network scheduler control system algorithm was developed to mitigate deficiencies found in the production line control system. The 
adaptive network scheduler control system algorithm developed introduced intelligence in the control system operation by enforcing 
priority in job scheduling and efficiently handling job queue on production line system. This maintained system stability even at 
increasing network load and generally improved the performance of the production line scheduling control system while maximizing 
cost. 
Key Words: —Adaptive Network Scheduling algorithm, Network Scheduling Control System, Production line and System Performance.  

I. INTRODUCTION 

Production environment is a dynamic setting where 
unforeseen events can happen at any time. These disturbances 
will surely have an impact on the production processes. 
Therefore, a good scheduling system is the one that has the 
capability of dynamic decision making in a timely manner, 
while simultaneously maximizing the throughput, satisfying 
customer needs, and minimizing the operating costs [12]. 
Present age manufacturing productivity cannot stand in the 
absence of effective production scheduling, which has 
significant impact on the performance and stability of real 
time control systems. In real time systems, problems such as 
processing time delay, rush order, quality problem, 
unavailability of materials and machine failure are inevitable, 
and these brings about time lag in a dedicated scheduler 
control system [5].  

 

 

 

 

 

 

 

A longer time delay will create a network traffic that will 
degrade the control performance and a subsequent collapse of 
the entire system. As a result of these impending issues, an 
adaptive network scheduling control algorithm (ANSCA) was 
developed and implemented to efficiently prioritize time 
period for a production line dedicated scheduler Control 
System (DSCS). This promise to reduce network time delays 
and data packet drop out, which are the potential sources of 
instability in configurations embedded with network control 
system. [7]. The adaptive network scheduling control 
algorithm will improve the performance for both average and 
worst-case conditions of the control system, irrespective of the 
scheduling problems that the network control system 
experiences. 

II. LITERATURE REVIEW 

Scheduling problems exist in many manufacturing systems 
and the three elements which need to be mapped out are Time, 
Tasks and Resources. The time at which the tasks have to be 
performed needs to be optimized considering the available 
resources [3]. At the expense of limited time, limited 
resources and fast-growing task in the production line of any 
manufacturing industry, failure is inexorable. In the quest for 
solution Luhutyit and Pam, [6] worked on Comparative 
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Analysis of first come first serve (FCFS), short job next (SJN) 
and Round Robin (RR) Scheduling Algorithms which shows 
that primary role of all operating systems is job scheduling, 
and that a good operating system is the one that has good 
implementation of its job scheduling. Their work therefore 
compares FCFS, SJN and RR scheduling algorithms. The 
result clearly revealed that RR algorithm is a better scheme 
for a good performing operating system. But RR algorithm is 
restricted to processes whose Round Robin system is a 
preferred choice. The work of Manish and Abdul, [8] on An 
Improved Round Robin CPU Scheduling Algorithm, which 
shows that most CPU scheduling algorithms concentrates on 
maximizing CPU utilization, throughput and minimizing 
turnaround time, waiting time, response time and number of 
context switches for a set of requests. Among all the 
traditional CPU scheduling algorithms, Round Robin (RR) is 
the most popular but have a time-shared disadvantage. 

The work of Chen et al., [2] on Conditional State-Based 
Scheduling (CSS) for networked control systems, shows that 
modern industrial network control systems are complicated 
and have dynamic workload via shared network, so the static 
network scheduling algorithms cannot handle dynamic 
workloads for lack of making on the-fly decisions. The 
traditional network scheduling is static and work in the NCS 
with predefined workload, though can guarantee timing and 
provide safety, but cannot handle dynamic workloads, due to 
lack of dynamism in their nature. So, their work centered on 
improving static based scheduler by implementing local 
schedulers on each application and allowing them to run on a 
timed triggered network. So that the conditional state-based 
scheduling inherits the deterministic property of static 
scheduling but has more flexibility than static scheduling in 
handling varying workload. However, their work cannot 
handle complex dynamic systems without introducing 
substantial delays.  

The research done by Parashar and Chugh, [9] on Time 
Quantum based CPU Scheduling Algorithm, shows that the 
time quantum-based CPU scheduling algorithm is based on 
the traditional Round Robin (RR) criteria. The author 
heightened the RR efficiency by focusing on enhancing the 
selection of quantum time for the RR so as to mitigate average 
waiting time and yet minimize the number context switches 
that may arise due to shorter quantum. The author employs 
some laid down procedures, that gave a positive result, but 
their method is implementation specific to systems that 
implement Round Robin scheme only and therefore cannot 

guaranty effectiveness in a wider dimension scheduling.   

The work of Gopi and Reddy, [4] on Mean-Difference Round 
Robin (MDRR) Algorithm with Dynamic Time Slice for Task 
Scheduling Using Real Time Applications, shows that a good 
algorithm optimizes CPU scheduling for real time 
applications. The author stated that one of the most difficult 
problems in designing an operating system is the timely 
allocation of resources to the processes and retrieving them. 
This problem was attended to by the review of different 
algorithms and proposing a new algorithm called MDRR with 
dynamic time quantum. The idea of MDRR with dynamic 
time quantum was obtained from the deficiencies found in 
RR. The result proves positive but the work is restricted only 
to systems that implement Round Robin scheme. 

The research done by Phorncharoen and Sa-Nglamvibool, 
[10] on A Proposed Round Robin Scheduling Algorithm for 

Enhancing Performance of CPU Utilization, shows that CPU 
scheduling is a crucial issue in computer and network 
operating systems, and Round Robin being the most widely 
used scheme has problem of appropriate time quantum. The 
author then proposed a RR scheduling algorithm, called 
DevRR, with new dynamic time quantum computed using 
standard deviation of burst time values and average burst time 
of each process in the queue. Their method gives positive 
result on comparing with other basic scheduling schemes. But 
their work has restrictions in that, if a burst time value for each 
process nearly approaches an average burst time, then DevRR 
algorithm will not be appropriate method for these data sets. 

The work done by Badal et al., [1] on Customary Methods for 
CPU Scheduling shows that among variety of processes in 
operating system, scheduling is one of the most important 
decisions making practice for sharing several machine 
resources which persist in the memory. In this regard a 
number of approaches has been introduced by researcher to 
getting optimal scheduler. The author reviewed and 
characterized standard scheduling methods and found that 
first come first serve (FCFS) is most recommended for batch 
processing system like the breweries. But FCFS has trouble of 
large waiting time to process execution, therefore RR being a 
corrective measure to FCFS is then dominantly implemented 
in breweries producing industries. But their work being a 
preemptive process and using the concept of quantum time 
will generates context switches and slow down the system. 

The research done by Srilatha et al., [11] on Synergy of 
Scheduling Algorithms Using Multiple Queues (SSAM), 
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shows that the performance of any processor system depends 
on the throughput of the central processing unit of that system. 
The throughput can be enhanced by reducing the average 
waiting time (AWT) and the amount of context switches 
(nCS) that piled up due to priority activities of jobs on queue 
waiting to run. The SSAM, focused on reducing the AWT and 
nCS. The results of comparing SSAM with others traditional 
scheme shows that it’s better in CPU throughput with reduce 
average waiting time and number of context switches. The 
limitation shows that the algorithm was not considered for 
processes with different priorities. 

III. METHOD 

With an existing real life pseudo code for a production line 
network control system, we developed a dedicated network 
scheduling control system algorithm as seen in figure 1, this 
is to determine the system deficiencies at runtime. And then 
we developed an adaptive network scheduling algorithm as 
seen in figure 2 to mitigate the deficiencies found in the 
dedicated network scheduler control system and subsequently 
improves the performance of the production line network.  

 
Fig.1. Flowchart for the existing network control system operation 

 
Fig.2. Flowchart for the adaptive network control system operation 

IV. DEVELOPED MATHEMATICAL ALGORITHM FOR 
ADAPTIVE NETWORK SCHEDULING CONTROL SYSTEM  

For adaptive scheduling network to perform its function at 
95%, we assumed that all functions of the machine network 
and task event scheduling process occurs in discrete time. 
Considering a production line scheduler system with network 
delay rate (Nt) that is responsible for system downtime (yi) 
and Network availability rates (Na) being liable for system  

uptime (xi). The scheduler system of the machine takes time 
T𝑖𝑖 to start network scheduling priority process from state 1 to 



 INTERNATIONAL JOURNAL OF PROGRESSIVE RESEARCH IN SCIENCE AND ENGINEERING, VOL.3, NO.12, DECEMBER 2022. 

  
C A OKEKE, et.al.: DEVELOPED ADAPTIVE NETWORK SCHEDULING CONTROL ALGORITHM THAT MITIGATES PROBLEMS IDENTIFIED 
IN A DEDICATED SCHEDULER CONTROL SYSTEM IN PRODUCTION LINE 26 

 

state 1 + 𝑖𝑖 for i ≥ 0, where the scheduling rate for state i is 
denoted by Si and 𝑖𝑖 + 1 denoted by 𝑆𝑆𝑖𝑖+1. The system 
scheduling rate relatively depends on priority rate (P𝑖𝑖) of the 
process. When i = 0, the expectation rate state [E(T𝑖𝑖)] = 0, 
because at the initial state of scheduling T𝑖𝑖 = 0. But when i > 
0, the expectation rate state [E(T𝑖𝑖) ], can be calculated as 
E(Ti) = 𝐸𝐸𝑖𝑖+1,  

where  

𝐸𝐸𝑖𝑖+1 = ∝ 𝑡𝑡𝑖𝑖 + (1−∝)𝐸𝐸𝑖𝑖                                                 (1) 

 With ∝ as smoothing factor and has standard values of  

0 ≤ ∝ ≥ 1, so that when ∝ = 0,                       

𝐸𝐸𝑖𝑖+1 = 𝐸𝐸𝑖𝑖 (This history does not count) and when ∝ = 1, 
𝐸𝐸𝑖𝑖+1 = 𝑡𝑡𝑖𝑖 (only the actual last scheduler processor unit burst 
time counts). 

 

The scheduling performance index (SPI) can be deduced as 

 SPI =  Earn Value (EV)
Planned Value (PV)

≡  Expectected Rate (Ei)
Priority Rate (Pi)

 , therefore  

SPI =  Expectected Rate (Ei)
Priority Rate (Pi)

                                             (2) 

But SV = EV − PV, where SV is the scheduling variance 
which is equivalent to scheduling rate (Si). Therefore Si =
 Ei − Pi                                                                          (3) 

Put equation 3 into 2,   

  SPI =  𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑅𝑅𝑅𝑅𝐸𝐸𝐸𝐸 (𝐸𝐸𝑖𝑖)
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑅𝑅𝑅𝑅𝐸𝐸𝐸𝐸 (𝐸𝐸𝑖𝑖)−𝑆𝑆𝐸𝐸ℎ𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑅𝑅𝑅𝑅𝐸𝐸𝐸𝐸 (𝑆𝑆𝑖𝑖)

             (4) 

Also it is given that SPI =  Planned Time (Pt)
Actual Time  (At)

 =  (Pt)
(At)

      (5) 

Equation 5 into 4, we have that  

SPI =  (Pt)
(At)

  =  (Ei)
 (Ei)−(Si)

                                                  (6) 

But Network delay (Nt) = Pt − At,  

so that  At = Pt − Nt                                                       (7) 

Substitute equation (7) into (6) we have that  

 Pt
 Pt − Nt

  =  Ei
 Ei − Si

                                                            (8) 

Rearranging equation 8 we have that    𝐸𝐸𝑖𝑖
 𝐸𝐸𝑖𝑖 − 𝑆𝑆𝑖𝑖

=  𝑃𝑃𝑡𝑡
 𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

 

                            𝐸𝐸𝑖𝑖 =  𝑃𝑃𝑡𝑡(𝐸𝐸𝑖𝑖 − 𝑆𝑆𝑖𝑖)
 𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

  

                            𝐸𝐸𝑖𝑖 =  𝑃𝑃𝑡𝑡𝐸𝐸𝑖𝑖 − 𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
 𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

 

                             𝐸𝐸𝑖𝑖 =  𝑃𝑃𝑡𝑡𝐸𝐸𝑖𝑖 
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

− 𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

  

                             𝐸𝐸𝑖𝑖  −  𝑃𝑃𝑡𝑡𝐸𝐸𝑖𝑖 
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

=  − 𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

 

                             𝐸𝐸𝑖𝑖 �1 −  𝑃𝑃𝑡𝑡
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

�  =  − 𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑃𝑃𝑡𝑡 − 𝑁𝑁𝑡𝑡

 

                             𝐸𝐸𝑖𝑖 �1 + 𝑃𝑃𝑡𝑡
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡 

�  =  𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡

 

                             𝐸𝐸𝑖𝑖 � 
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡+𝑃𝑃𝑡𝑡
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡 

�  =  𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡

 

                              𝐸𝐸𝑖𝑖 � 
𝑁𝑁𝑡𝑡

𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡 
�  =  𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖

𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡
 

                              𝐸𝐸𝑖𝑖  =  𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡

� 𝑁𝑁𝑡𝑡−𝑃𝑃𝑡𝑡
 𝑁𝑁𝑡𝑡

� 

                              𝐸𝐸𝑖𝑖  =  𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖
𝑁𝑁𝑡𝑡

                                      (9) 

                 From equation 3 and 9       

                               𝑃𝑃𝑖𝑖  = 𝐸𝐸𝑖𝑖  (𝑃𝑃𝑡𝑡−𝑁𝑁𝑡𝑡)
𝑃𝑃𝑡𝑡

                          (10) 

             And also    𝑆𝑆𝑖𝑖  =  𝐸𝐸𝑖𝑖𝑁𝑁𝑡𝑡
𝑃𝑃𝑡𝑡

                                   (11) 

At dynamic stage, the adaptive scheduling uses cumulative 
uptime occurrence rate (operational rate) 𝑥𝑥𝑖𝑖, cumulative 
downtime occurrence rate (failure rate) 𝑦𝑦𝑖𝑖 and the total time 
of duration 𝑝𝑝𝐸𝐸. 

So that Uptime rate = 𝐸𝐸𝑖𝑖
𝐸𝐸𝑡𝑡

                                             (12) 

          Downtime rate = 𝑦𝑦𝑖𝑖
𝐸𝐸𝑡𝑡

                                          (13) 

 System efficiency factor =  Uptime rate 
Downtime rate

  = 𝐸𝐸𝑖𝑖
𝑦𝑦𝑡𝑡

          (14) 

 

Network availability has unavoidable impact in production 
line run time, and it is given as the ratio of run time to planned 
production time.  

𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖𝑡𝑡𝑦𝑦 =  
𝑅𝑅𝑅𝑅𝑅𝑅 𝑡𝑡𝑖𝑖𝑡𝑡𝑁𝑁 

𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝑁𝑁𝑃𝑃 𝑝𝑝𝑁𝑁𝑁𝑁𝑃𝑃𝑅𝑅𝑝𝑝𝑡𝑡𝑖𝑖𝑁𝑁𝑅𝑅 𝑡𝑡𝑖𝑖𝑡𝑡𝑁𝑁
 

    𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖𝑡𝑡𝑦𝑦 =  𝑈𝑈𝐸𝐸𝐸𝐸𝑖𝑖𝑈𝑈𝐸𝐸 
𝑇𝑇𝑇𝑇𝐸𝐸𝑅𝑅𝑒𝑒 𝐸𝐸𝑖𝑖𝑈𝑈𝐸𝐸

         

    𝑁𝑁𝑁𝑁𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖𝑡𝑡𝑦𝑦 =  𝑈𝑈𝐸𝐸𝐸𝐸𝑖𝑖𝑈𝑈𝐸𝐸 
𝑈𝑈𝐸𝐸𝐸𝐸𝑖𝑖𝑈𝑈𝐸𝐸 +𝐷𝐷𝑇𝑇𝐷𝐷𝑒𝑒𝐸𝐸𝑖𝑖𝑈𝑈𝐸𝐸

             

                                      𝑁𝑁𝑅𝑅 =  𝐸𝐸𝑖𝑖
𝐸𝐸𝑖𝑖 + 𝑦𝑦𝑖𝑖 

                            (15) 

 

In dynamic scheduling process three different conditions 
were considered based on production. 
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1. Dedicated scenario (Company traditional method) 

2. Adaptive scenario (Developed ANSCA) 

3. Expected scenario (Company benchmark) 

 

In condition 1, the uptime rate equal to scheduling rate, that 
is    (𝐸𝐸𝑖𝑖

𝐸𝐸𝑡𝑡
)   =   (𝐸𝐸𝑖𝑖𝑁𝑁𝑡𝑡

𝑃𝑃𝑡𝑡
) 

Obtaining the values of uptimes for six different stages and 
equating to 1 we have that  
𝐸𝐸1𝑁𝑁1
𝑃𝑃1

𝑝𝑝1 + 𝐸𝐸2𝑁𝑁2
𝑃𝑃2

𝑝𝑝2 + 𝐸𝐸3𝑁𝑁3
𝑃𝑃3

𝑝𝑝3 + 𝐸𝐸4𝑁𝑁4
𝑃𝑃4

𝑝𝑝4 + 𝐸𝐸5𝑁𝑁5
𝑃𝑃5

𝑝𝑝5 + 𝐸𝐸6𝑁𝑁6
𝑃𝑃6

𝑝𝑝6 =

1           (16) 

  So, for dedicated scenario  

𝑁𝑁𝑅𝑅 =  [𝐸𝐸1𝑁𝑁1+𝐸𝐸2𝑁𝑁2+𝐸𝐸3𝑁𝑁3+𝐸𝐸4𝑁𝑁4+𝐸𝐸5𝑁𝑁5+𝐸𝐸6𝑁𝑁6]
[𝐸𝐸1𝑁𝑁1+𝐸𝐸2𝑁𝑁2+𝐸𝐸3𝑁𝑁3+𝐸𝐸4𝑁𝑁4+𝐸𝐸5𝑁𝑁5+𝐸𝐸6𝑁𝑁6]+[𝑦𝑦1+𝑦𝑦2+𝑦𝑦3+𝑦𝑦4+𝑦𝑦5+𝑦𝑦6]

              

(17)  

Similarly in condition 2, the uptime rate equal priority rate, 
that is    (𝐸𝐸𝑖𝑖

𝐸𝐸𝑡𝑡
)   = 𝐸𝐸𝑖𝑖  (𝑃𝑃𝑡𝑡−𝑁𝑁𝑡𝑡)

𝑃𝑃𝑡𝑡
 

�𝐸𝐸1
(𝑃𝑃1−𝑁𝑁1)

𝑃𝑃1
� 𝑝𝑝1 + (𝐸𝐸2

(𝑃𝑃2−𝑁𝑁2)
𝑃𝑃2

)𝑝𝑝2 + (𝐸𝐸3
(𝑃𝑃3−𝑁𝑁3)

𝑃𝑃3
)𝑝𝑝3 +

(𝐸𝐸4
(𝑃𝑃4−𝑁𝑁4)

𝑃𝑃4
)𝑝𝑝4 + (𝐸𝐸5

(𝑃𝑃5−𝑁𝑁5)
𝑃𝑃5

)𝑝𝑝5 + (𝐸𝐸6
(𝑃𝑃6−𝑁𝑁6)

𝑃𝑃6
)𝑝𝑝6 = 1                                                        

(18) 

 𝑁𝑁𝑅𝑅 =

 [𝐸𝐸1(𝑃𝑃1−𝑁𝑁1)+𝐸𝐸2(𝑃𝑃2−𝑁𝑁2)+𝐸𝐸3(𝑃𝑃3−𝑁𝑁3)+𝐸𝐸4(𝑃𝑃4−𝑁𝑁4)+𝐸𝐸5(𝑃𝑃5−𝑁𝑁5)+𝐸𝐸6(𝑃𝑃6−𝑁𝑁6)]
[𝐸𝐸1(𝑃𝑃1−𝑁𝑁1)+𝐸𝐸2(𝑃𝑃2−𝑁𝑁2)+𝐸𝐸3(𝑃𝑃3−𝑁𝑁3)+𝐸𝐸4(𝑃𝑃4−𝑁𝑁4)+𝐸𝐸5(𝑃𝑃5−𝑁𝑁5)+𝐸𝐸6(𝑃𝑃6−𝑁𝑁6)]+[𝑦𝑦1+𝑦𝑦2+𝑦𝑦3+𝑦𝑦4+𝑦𝑦5+𝑦𝑦6]   

Also in condition 3, the uptime rate equal to expectation rate, 
that is      (𝐸𝐸𝑖𝑖

𝐸𝐸𝑡𝑡
)   =   (𝑃𝑃𝑡𝑡𝑆𝑆𝑖𝑖

𝑁𝑁𝑡𝑡
)     

𝑃𝑃1𝑆𝑆1
𝑁𝑁1

𝑃𝑃1 + 𝑃𝑃2𝑆𝑆2
𝑁𝑁2

𝑃𝑃2 + 𝑃𝑃3𝑆𝑆3
𝑁𝑁3

𝑃𝑃3 + 𝑃𝑃4𝑆𝑆4
𝑁𝑁4

𝑃𝑃4 + 𝑃𝑃5𝑆𝑆5
𝑁𝑁5

𝑃𝑃5 + 𝑃𝑃6𝑆𝑆6
𝑁𝑁6

𝑝𝑝6 = 1                   

(19) 

For expectation scenario  

 𝑁𝑁𝑅𝑅 =

      
�𝑃𝑃1𝑆𝑆1𝑁𝑁1

𝑃𝑃1+
𝑃𝑃2𝑆𝑆2
𝑁𝑁2

𝑃𝑃2+
𝑃𝑃3𝑆𝑆3
𝑁𝑁3

𝑃𝑃3+
𝑃𝑃4𝑆𝑆4
𝑁𝑁4

𝑃𝑃4+
𝑃𝑃5𝑆𝑆5
𝑁𝑁5

𝑃𝑃5+
𝑃𝑃6𝑆𝑆6
𝑁𝑁6

𝑃𝑃6�

�𝑃𝑃1𝑆𝑆1𝑁𝑁1
𝑃𝑃1+

𝑃𝑃2𝑆𝑆2
𝑁𝑁2

𝑃𝑃2+
𝑃𝑃3𝑆𝑆3
𝑁𝑁3

𝑃𝑃3+
𝑃𝑃4𝑆𝑆4
𝑁𝑁4

𝑃𝑃4+
𝑃𝑃5𝑆𝑆5
𝑁𝑁5

𝑃𝑃5�+[𝑦𝑦1+𝑦𝑦2+𝑦𝑦3+𝑦𝑦4+𝑦𝑦5+𝑦𝑦6]
      

(20) 

These equations can initiate adaptively and predict 
expectation state for the adaptive scheduling control system 
parameter for solving overload situation and addressing 
resource sharing.  

The algorithm for these equations is given in figure 3 

 
Fig.3. Flow chart of adaptive network scheduling system simulation 

algorithm 

V. CONCLUSION  

The proposed adaptive network scheduling control system 
algorithm was developed, mainly to prevent job queue 
buildup, jobs jamb and production error which arises due to 
job pressure on the production line of a manufacturing 
industries. The developed adaptive scheduling algorithm can 
handle real life dynamic workload as a result of its ability to 
make decision on the fly. This overcomes the problem of 
context switches, job waiting time, response time and 
consequently maximizes network utilization and increases the 
production line throughput. The adaptive network scheduling 
control system algorithm shows fairness in allocation of 
resources and enforced priority in the control system of the 
production line processes.  
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